
22023:Kernels (Part2)

inputs to predictor
↓ d

#x,2) measures similarity between x&2

Kernel function
Similar x&I should have large K(X,2)

Logistic Rogression is already computing
prediction given input X basedon

#a:k(x, x(Y) 1E1-0 protein
Ifwe define k(X,2) =x+2

For each training example, compute its similarity
toa

& multiply by a learned weightai

#Logistic Regression ↓ x
n (i)

DTraining:wht= wit-p +2.ZHR(i)y*.X
Scalar

(S]
For example · +0.7X(Y) -8.3x(z) +0.2X

- -

(n =3)
2) Testing:we computewitx

#Logistic Regression (Equivalentmathematically)
Define az (RY, aix(i) ↓
I Training:a*a-p +n.6(-ylNx"].y(i)

(t) 11-1
+0.7↑For example: a,ta, -

(t)
-

(t-1)
see (a2 - 0-3

-C (t-2q(t
-1)
+0.2 = a,yy)

+i
a3 ~

=a(0 +7.6(ylizNPs,,x(Y)).e
only place we see X's .



2) Similarly, testing:computeasa
only place Xis used

Big payoff:wecan run kernelizedalgorithm

↑
Basis function (RBF)

with ·oneofKamel

functionxizocasnanomaandk(X,z) =exp)-**)
hyperpartsarefor

popular way to learn non-linear decision boundary.#anoz-ipmeta, Ross seen
each rowElse form irpitF

call this transformation 6:IR-1
We can run normal logistic Regression with
butitwould take by long

Idea:"Kernel trick"
Use a Kemalized algorithm, so

k(X,z) =0(x)
+

d(z)

In many cases, can compute this directly
lie withoutcreating 0(X) and P(z)



Polynomial Kernel for degree 2 (Quadratic kernel)

K(X,z) =(X z +1)2 =p(x)
+

p(z)

You can compule

①(X)4(2) without
when 0(x) =

reeixie "running"

In general, for any original dimension of X's
for any degree hyperparameter

p
k(X,z) =(Xz +1) =G(x)d(z)

for some of thathas all monomials ofdegree IP

WhataboutRBF?
Fact'.

exp(-x
-21)) =P(x)Tp(z)

for some $() thatis infinitedimensional.

Kerrel logistic regression +RBF(doable)

equilat to

Logistic regression
+8-dimensional features

(not doable)

original#

Fontime Considerations:Polunomial Kennel, degree p dimension-

Original:Titerations, each O(n.P) is d

↑size of$(x)

Kernel:T iterations, each 0 (h2d) compatingk(X,2)

Kemal pay O(n2), but enables using more features atno costadditional


