
/2013 Support vector machines (SUM)
Competitor to logistic Regression

· Also doing binary classification
- Also learn linear decision boundary
* Often paired withkernels be efficiency masons

⑭ntuition Consider lineory separable data
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Idea of SVM:Choose decision boundary where even
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Kernel SVM
We also definescore:a;k(X*,x)

for input i=1

a;for non-support vectors will be O

therefore, evaluating kered sun takes time

proportional to supportvectors number
of training examples



#Fact With no kernel, SVM is solving the minimization problem:
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Compare with Logistic Regression
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