
Kennels:a way to modify existing algorithms
· Kernelized linear regression
· Kernelized logistic regression
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Let's consider K(X,2):xz captures some notion ofsimilarity
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If we can compute kernel betweenany 2X's
we don'thave to store X's themselves


